Unleashing Unprivileged eBPF Potential with Dynamic Sandboxing
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ABSTRACT
For safety reasons, unprivileged users today have only limited ways to customize the kernel through the extended Berkeley Packet Filter (eBPF). This is unfortunate, especially since the eBPF framework itself has seen an increase in scope over the years. We propose SandBPF, a software-based kernel isolation technique that dynamically sandboxes eBPF programs to allow unprivileged users to safely extend the kernel, unleashing eBPF’s full potential. Our early proof-of-concept shows that SandBPF can effectively prevent exploits missed by eBPF’s native safety mechanism (i.e., static verification) while incurring 0%-10% overhead on web server benchmarks.

Note: This is a preprint version of the paper accepted at the 1st SIGCOMM Workshop on eBPF and Kernel Extensions [28].
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1 INTRODUCTION
The extended Berkeley Packet Filter (eBPF) enables users to extend the Linux kernel’s capabilities without modifying its source code. To ensure safe extension of the kernel, eBPF uses a verifier to statically verify the safety of an eBPF program before it is executed in the kernel. Unfortunately, known vulnerabilities allow an eBPF program to circumvent static verification checks, which enables a malicious eBPF program to access arbitrary kernel memory [5, 7–9] or execute arbitrary kernel code [6].

Most Linux distributions [17, 18] err on the side of caution by allowing only privileged users to run eBPF programs. However, this restriction significantly limits the ability for non-privileged applications to customize the kernel. For example, it makes adopting emerging eBPF technologies to support the implementation of specialized audit [29], scheduling [26], and synchronization policies [37] in the kernel for a particular application or container difficult.

An alternative approach is to formally verify that the eBPF verifier correctly guarantees the absence of all possible attacks. The eBPF framework relies primarily on the verifier to ensure the safety of an eBPF program. The verifier inspects the program at load time, so it imposes no run-time performance overhead. However, prior incidents [4, 7–9, 11, 12] have repeatedly shown that a verified eBPF program is not always safe. The complexity of eBPF programs makes verifying these programs difficult, resulting in both specification bugs [4] (i.e., missing checks for a specific type of vulnerabilities) and implementation bugs [7–9, 11, 12] (i.e., incomplete checks for a supposedly checked vulnerability) in the verifier. As we elaborate in §2, formally verifying the eBPF verifier cannot simultaneously resolve both types of bugs.

In light of these challenges, we take a completely different approach to enabling unprivileged eBPF programs to safely run in the Linux kernel. We leverage software fault isolation (SFI) [41], a software-based kernel isolation technique, and binary rewriting to dynamically sandbox an eBPF program. Our approach, which we name SandBPF, prevents an eBPF program from committing a memory safety violation at run time by confining all memory accesses to within the eBPF sandbox and limiting eBPF control transfers to only valid call targets. The proof-of-concept implementation of SandBPF shows that dynamic sandboxing is effective in catching safety bugs that are missed by the verifier while incurring reasonable performance overhead in realistic settings: e.g., 0-10% on web server macrobenchmarks. These results are encouraging, especially since we took a pure software approach (as a first step to demonstrate efficacy), rather than leveraging hardware support for isolation [2, 3, 35] to improve performance, which we leave for future work.

Contributions.

- We study safety mechanisms in eBPF to motivate the need for dynamic isolation (§2).
- We demonstrate that dynamic sandboxing is a viable solution to address eBPF security concerns. Our changes are a self-contained extension to the kernel and require no modification to existing workflows or programs (§4).
Figure 1: A tally of eBPF-related CVEs from 2010 to 2023. There are a total of 56 CVEs, the majority of which were discovered in the verifier.

- We evaluate the performance overhead of our proof-of-concept implementation (§5).
- We discuss the limitations of our implementation and propose promising future research directions (§6).

Disclaimer: This work does not raise any ethical issues.

2 MOTIVATION

The eBPF verifier is the primary safety mechanism in eBPF, but it has also been a major source of vulnerabilities (Figure 1). Attackers can bypass the verifier and run malicious eBPF programs by exploiting specification or implementation bugs in the verifier. The verifier essentially works as a blacklist of prohibited behaviors; therefore, a specification bug exists when a specific type of exploitable vulnerabilities is not considered in the blacklist. For example, early versions of the verifier neglected alignment checks for stack pointers, which allowed adversaries to perform denial-of-service attacks [4]. Over the years, the verifier has grown significantly to mitigate specification bugs. Figure 2 shows that it has more than doubled in the last four years. Unfortunately, the ever-growing size and complexity makes it formidable to formally verify the verifier in its entirety to eliminate any implementation bugs. To the best of our knowledge, no existing work has proved the completeness of the verifier’s specification or managed to formally verify its current (likely still incomplete) implementation. As a result, the Linux community has largely dismissed unprivileged eBPF programs as an unsafe feature that should not be used [16], despite their great potential.

Figure 2: The evolution of the verifier’s size in lines of code (LoC) from v5.0 in March 2019 (7,306 LoC) to v6.3 in April 2023 (17,904 LoC).

We propose to rely on a dynamic enforcement mechanism, by rewriting the binary code to insert run-time checks, to protect memory accesses and preserve control flow integrity. Note that the verifier performs checks beyond memory accesses and control flow integrity (e.g., program termination). Thus, we still consider the verifier to be an important safety component of eBPF. However, our work can simplify the verifier’s implementation (by removing memory access and control flow integrity checks), thereby reducing its codebase and easing its formal verification efforts. Our goal is to demonstrate the feasibility of dynamic enforcement; therefore, we leave the simplification of the verifier to future work.

3 THREAT MODEL

We assume that an adversary can run unprivileged eBPF programs. The adversary has no root access and thus is unable to load kernel modules or modify kernel code. However, they can exploit eBPF vulnerabilities to gain arbitrary read or write access to kernel memory, or execute arbitrary kernel code. We assume a WxX (write xor execute) enabled system, so the adversary cannot overwrite any executable pages.

Our trusted computing base includes the OS kernel (excluding the eBPF verifier and the JIT compiler) and SandBPF, whose correctness we plan to fully verify in future work. As shown in Figure 3, both the data of an eBPF program that resides in the sandbox provided by SandBPF and the original eBPF code are assumed to be untrusted. On the other hand, we assume SandBPF’s instrumentation and its own data stored outside of the sandbox (see details in §4) to be
trusted. We do not consider attacks originated from anywhere else in the kernel except eBPF. Note that SandBPF performs instrumentation on the final output of eBPF’s JIT compilation; therefore, it does not rely on the correctness of the JIT compiler or the verifier. Like in prior kernel isolation work [20–22, 31–34, 36, 38, 40], side-channel attacks are orthogonal and thus out of scope.

4 DESIGN & IMPLEMENTATION

Keeping our security mechanism completely transparent to eBPF programmers and ensuring compatibility with existing eBPF programs are the paramount design goals of SandBPF. As such, SandBPF is minimally invasive, reusing the existing eBPF pipeline and extending only what is necessary. Specifically, SandBPF adds binary rewriting only at the end of the JIT compilation, as shown in Figure 4. This allows experienced users to develop eBPF programs like they normally do, while new users can rely on existing eBPF documentation.

Our SandBPF proof-of-concept leverages software fault isolation (SFI) to create a safe sandbox to execute eBPF programs. SFI is a software-based isolation technique that transforms memory-access and control-transfer instructions to prevent a program from accessing memory outside a designated region. Figure 3 shows our SFI design. SandBPF ensures memory safety and control-flow integrity via address masking and trampolined control transfers, respectively. The former restricts an eBPF program’s access to only the memory within its address space, and the latter enforces that the program call only entry points on its allowlist (based on its capabilities) when jumping outside of its domain. These checks together confine an eBPF program to its own sandbox at run time.

In the rest of this section, we discuss SandBPF’s design in detail. In §6, we discuss the limitations of our current implementation.

4.1 Memory Access Checks

SandBPF enforces memory safety by masking the target addresses of all read and write instructions, so that all memory accesses, including the out-of-bounds ones, always fall within the data region of an eBPF domain. To avoid managing multiple address masks for data residing in different parts of the kernel address space, we reserve one memory page in each processor core to store the data of an eBPF program, as shown in Figure 3. We disable interrupt and preemption during the execution of an eBPF program, so each core runs only one eBPF program at a time.

We emit an address masking check on every read and write instruction. An address masking check consists of a bitwise-and instruction to clear the upper bits of the destination address, and subsequently a bitwise-or instruction to set the destination address to the memory region of an eBPF sandbox. For example, consider a 2048-byte aligned sandbox memory allocated at address $0x$DEADB800, and two pre-computed address masks (stored in the sandbox metadata as show in Figure 3): and_mask ($0x$7FF) and or_mask ($0x$DEADB800). If an attacker attempts to perform an out-of-bounds memory access at $0x$DEAFA1234, address masking would transform the target address to $0x$DEADB80A34, which falls within the sandbox. Thus, address masking guarantees that all memory accesses remain contained in the sandbox.

4.2 Accessing Kernel Objects

An eBPF program needs to access a kernel object (1) when its input pointer (i.e., “context”) references a kernel object on program invocation, or (2) when an eBPF helper function returns a pointer to a kernel data structure. In the first case, we mirror the content of the data structure in the context
Table 1: The number of checks inserted and executed by SandBPF in our example programs.

<table>
<thead>
<tr>
<th>Program</th>
<th>Injected Address Masking</th>
<th>Injected Trampoline</th>
<th>Executed Address Masking</th>
<th>Executed Trampoline</th>
</tr>
</thead>
<tbody>
<tr>
<td>XDP</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Socket Filter</td>
<td>12</td>
<td>10</td>
<td>12</td>
<td>10</td>
</tr>
<tr>
<td>Katran</td>
<td>641</td>
<td>42</td>
<td>35-37</td>
<td>1-2</td>
</tr>
</tbody>
</table>

region of the sandbox for the duration of the program execution. In the second case, we dynamically allocate heap space in the sandbox to store a copy of the object. As a concrete example, consider the eBPF ring buffer. We modify the ring buffer’s reserve/commit mechanism to protect its access. On bpf_ringbuf_reserve, we create a buffer on the sandbox heap corresponding to the reserved region. Mapping information between the heap buffer and the reserved region is stored in the sandbox metadata, which is not accessible by the eBPF program. On bpf_ringbuf_commit, the sandbox copy is synced with its corresponding kernel object. This mechanism can be used for all similar operations. We discuss some security-related issues in §6.

4.3 Control Flow Integrity (CFI)

We enforce CFI by redirecting all call instructions to a trampoline that checks the validity of the destination operand. By design, eBPF programs can interact with the kernel only through an allowlist of helper functions. As different eBPF program types have access to different sets of helper functions, we associate each eBPF program type with a set of capabilities corresponding to the helper functions it is allowed to call. In other words, the capabilities specify the valid entry points for control transfers in an eBPF program, thereby preventing the program from executing arbitrary code in the kernel. The capabilities are computed once for every program type at load time and stored in a hash table to provide an $O(1)$ search time. SandBPF dynamically checks if the eBPF program has the capability to call the target.

5 EVALUATION

We implemented SandBPF for Linux 5.18.7. All experiments were performed on a bare metal machine with 32GiB of RAM and an 8-core, 2.3GHz Intel Core i7 CPU. We disabled hyperthreading, turbo boost, and frequency scaling to reduce variance in performance benchmarking. We ran each experiment on two kernel configurations: (1) The vanilla configuration runs on the unmodified kernel, as our baseline. (2) The sandbox configuration runs on the same kernel but is instrumented with SandBPF on eBPF programs.

5.1 Understanding Overhead

Table 1 shows the number of checks SandBPF inserted into sandboxed eBPF programs. Note that the number of inserted instrumentation points does not directly influence performance; rather, performance hinges on the number of checks actually executed at run time, which in turn depends on execution paths. In a complicated eBPF program, e.g., the Katran load balancer [24], we often observe fewer than 10% of the inserted checks being executed at run time.

In Figure 5, we run three eBPF programs: (1) The XDP program logs the size of each ingress packet entering a networking device. (2) The Socket Filter program monitors packets by attaching itself to the sock_queue_rcv_skb() function. It exchanges packet information with a userspace process through an eBPF ring buffer. (3) The Katran program performs load balancing and is attached to the NIC as an xdp program. Socket Filter and XDP are programs provided as part of libbpf-bootstrap [13], a set of publicly available eBPF example programs. We decompose the overhead introduced by SandBPF alongside three categories:

**Sandbox Management:** This corresponds to sandbox initialization and shutdown on the execution of an eBPF program (e.g., preparing metadata, copying program parameters, switching execution context in and out of the sandbox, etc.).

**Memory Access:** SandBPF instruments both read and write instructions to protect the confidentiality and integrity of
Table 2: Microbenchmark measuring the impact of SandBPF on network communications running for 360s. (sf: send file, c→s: client to server, s→c: server to client).

<table>
<thead>
<tr>
<th>Test</th>
<th>XDP Program</th>
<th>Socket Filter Program</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Vanilla</td>
<td>SandBPF</td>
</tr>
<tr>
<td></td>
<td>Vanilla</td>
<td>SandBPF</td>
</tr>
<tr>
<td>Unidirectional throughput (MB/s)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TCP sf</td>
<td>40,588</td>
<td>35,363 (13%)</td>
</tr>
<tr>
<td>TCP c→s</td>
<td>36,740</td>
<td>33,374 (9%)</td>
</tr>
<tr>
<td>TCP s→c</td>
<td>36,626</td>
<td>33,383 (9%)</td>
</tr>
<tr>
<td>UDP s→c</td>
<td>48,019</td>
<td>46,226 (4%)</td>
</tr>
<tr>
<td>Round-trip transaction rate (transaction/s)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TCP</td>
<td>102,169</td>
<td>86,416 (15%)</td>
</tr>
<tr>
<td>UDP</td>
<td>118,409</td>
<td>101,826 (14%)</td>
</tr>
</tbody>
</table>

We show the overhead in Figure 5. The overall overhead is a function of the number of checks executed in these programs:

\[ C_{\text{overall}} = C_{\text{mem}}(N_{\text{mem}}) + C_{\text{tram}}(N_{\text{tram}}) + C_{\text{manage}} \]

where the overhead of memory access checks \(C_{\text{mem}}\) and that of CFI checks using the trampoline mechanism \(C_{\text{tram}}\) are functions of the numbers of executed checks, \(N_{\text{mem}}\) and \(N_{\text{tram}}\), respectively. Both \(N_{\text{mem}}\) and \(N_{\text{tram}}\) correlate with the complexity of the programs themselves. On the other hand, the overhead of sandbox management \(C_{\text{manage}}\) is constant.

The XDP and Socket Filter programs perform tracing, while Katran performs computations to make load-balancing decisions. XDP and Socket Filter spend the majority of their time in helper functions, which are not instrumented, resulting in relatively low overhead. On the other hand, Katran spend most of its time performing computation within instrumented code, resulting in a higher number of memory access checks and therefore a proportionally larger overhead.

5.2 Microbenchmark

We use netperf [15] to measure the overhead imposed by SandBPF on network communications. We run XDP and Socket Filter\(^1\) on both kernel configurations and measure the unidirectional throughputs and round-trip latencies for TCP and UDP. We see in Table 2 that the overhead ranges from 4% to 33%. We note that the high overhead in the microbenchmark results is largely the artifact of netperf stressing the network interface and therefore spending most of its execution time in kernel code that constantly triggers eBPF events. In practice, user applications typically perform meaningful computations in userspace, which would reduce the perceived SandBPF overhead as we show in §5.3.

5.3 Macrobenchmark

To evaluate the performance implication of SandBPF at the macro level, we select a set of macrobenchmarks (Apache and Nginx) from the Phoronix Test Suite [27] that characterize whole-system performance while stress-testing the network subsystems. These web server benchmarks measure network throughputs, which we report in Table 3. For all macrobenchmarks, we again run the XDP and Socket Filter programs to measure SandBPF’s overhead on these workloads. We see that SandBPF incurs no more than 10% overhead.

5.4 Security

We tested our proof-of-concept implementation against two exploits that have publicly available source code (Table 4). These exploits leverage eBPF vulnerabilities to violate the confidentiality and integrity of kernel memory. Our experiments show that SandBPF can successfully prevent CVE-2021-3490 [9] and CVE-2021-4204 [10]. For example, in CVE-2021-3490, a bounds-tracking bug in the eBPF verifier leads to out-of-bounds access. An attacker can exploit this vulnerability to obtain arbitrary read and write accesses in the kernel memory. Consequently, they can leak cred pointers to userspace via eBPF maps and escalate privilege by overwriting the cred structure. To test both exploits, we ported SandBPF to the affected Linux kernel version v5.8.0-25.26. SandBPF successfully prevented both exploits through address masking. The attacker can no longer leak kernel pointers to perform subsequent malicious activity (i.e., privilege escalation).

---

\(^1\)Due to space constraints, we leave an extensive evaluation plan involving other eBPF programs (which require more complex setups) to future work.
Table 4: eBPF vulnerabilities that result in privilege escalation.

<table>
<thead>
<tr>
<th>CVE</th>
<th>Vulnerability Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CVE-2021-3490</td>
<td>The eBPF verifier incorrectly tracks the bounds of ALU32 bitwise operations, resulting in out-of-bounds reads and writes in the Linux kernel.</td>
</tr>
<tr>
<td>CVE-2021-4204</td>
<td>The eBPF verifier does not properly validate the bounds of bpf_ringbuf_submit and bpf_ringbuf_discard inputs, allowing out-of-bounds reads and writes in kernel memory.</td>
</tr>
</tbody>
</table>

6 DISCUSSION & FUTURE WORK

Performance. Our primary focus is to demonstrate the tremendous potential of using dynamic sandboxing to improve eBPF security and validate our approach through a proof-of-concept implementation. SandBPF used stock kernel functions (e.g., the standard memory allocator kmem_alloc) and data structures (e.g., hash maps), instead of any bespoke mechanisms to optimize its run-time performance. Moreover, we made no use of asynchronous mechanisms, nor did we restrict SandBPF’s access checks to only write instructions. These “tricks” are often employed in prior work to reduce the cost of SFI [20, 21, 23, 30, 31, 41]. Therefore, one could consider our current proof-of-concept implementation to be a worst-case scenario in terms of performance. Even so, we see only ≤10% overhead from SandBPF while providing fully-fledged memory and control flow protection on macrobenchmarks (§5.3). This overhead is a reasonable baseline for our future work to improve performance. For example, hardware features, such as ARM’s Pointer Authentication Code (PAC) [1] and Memory Tagging Extension (MTE) [2], are promising avenues to expedite memory access checks (which constitute most of the overhead in non-tracing tasks as discussed in §5.1). We emphasize that at the moment, the only alternative to our approach is to entirely disable unprivileged eBPF programs.

Security. We backported SandBPF to earlier versions of the kernel to demonstrate its ability to safeguard vulnerabilities in the verifier (§5.4). While SandBPF’s binary rewriting approach can reduce the kernel’s attack surface, we recognize that our current evaluation is insufficient, given the innate complexity of proving the effectiveness of a sandboxing technique [19]. We are in the process of designing a more extensive evaluation methodology based on fault injection. We note that to fully unleash the potential of unprivileged eBPF programs, one must consider security issues beyond the ones addressed by SandBPF through dynamic sandboxing; vulnerabilities stemming from e.g., kernel namespace and shared resources [23, 30, 42] will also need to be tackled. Furthermore, the verifier currently restricts an eBPF program’s ability to modify certain attributes of some kernel objects (e.g., sk_buff). We plan to dynamically enforce such an restriction in the syncing mechanism described in §4.2.

Towards Simplifying the Verifier. Our approach makes it possible to replace a subset of the verifier’s compilation-time checks, such as memory accesses (which are difficult and sometimes unsound to perform statically [7–9, 11, 12]), with SandBPF’s dynamic checks. This not only simplifies the verifier by obviating the need to check aspects of correctness that have been proven hard to guarantee, but more importantly, allows the eBPF framework to relax some constraints imposed on its programs (e.g., in dynamic memory allocation). These constraints exist due to the difficulties of verifying statically the safety of an eBPF program. There is a wealth of opportunities to explore ways to relax eBPF constraints to enrich its functionality, which we leave to future work.

7 RELATED WORK

SandBPF leverages a software-based isolation technique, specifically SFI, to dynamically sandbox eBPF programs. SFI instruments code with dynamic checks to ensure that run-time data accesses and control flow transfers are within specified bounds. Prior work [20, 21, 23, 30, 31, 39] leveraged SFI to sandbox OS extensions such as device drivers. For example, BGI [20] associates an access control list with each byte of memory to specify byte-level access permissions. SandBPF instead enforces SFI at the page level, restricting the access of a sandboxed eBPF program to pre-defined pages of kernel memory. Due to performance concerns, most SFI systems [21, 31], including BGI, do not check read instructions; as a result, they cannot provide confidentiality guarantees. In contrast, to account for potential leakage of kernel memory to userspace, SandBPF instruments both read and write instructions, thus assuring both confidentiality and integrity of kernel memory. This design decision comes at the cost of performance as discussed in §6.

Other than SFI, prior work [43] also proposed to use implicit pointer bounds information to enforce fine-grained type and memory safety. For example, SafeDrive [43] allows developers to provide type annotations that describe pointer bounds to insert dynamic checks in device drivers. Unlike SafeDrive, SandBPF instrumentation is completely automated, requiring no manual annotation effort. This is possible thanks to the relatively well-defined eBPF API and a well-scoped set of kernel objects that an eBPF program
is usually allowed to interact with, as compared to Linux kernel modules or device drivers.

Recent work [25] has also proposed a new Rust-based eBPF design. It leverages the Rust tool-chain to perform static checks (e.g., memory safety and control-flow integrity). In addition, it uses run-time mechanisms to enforce properties such as program termination that Rust does not natively provide. While this approach eliminates the need for an in-kernel eBPF verifier, it has two main drawbacks. First, the Rust verification tool-chain must be executed by a trusted third party before signing the eBPF programs. As a result, this approach limits the kernel to load only eBPF programs that are signed by trusted third parties, as the kernel itself can no longer independently verify them. This runs contrary to SandBPF’s philosophy of increasing eBPF usage as an end goal. Second, vulnerabilities in the complex Rust ecosystem [14] take us back to the same problem with the eBPF verifier – static analysis alone is insufficient to guarantee run-time safety of eBPF programs. In other words, eBPF extensions can exploit Rust verifier’s vulnerabilities to corrupt kernel memory at run time. Therefore, we believe that dynamic sandboxing is a key step towards unleashing the potential of unprivileged eBPF.

8 CONCLUSION

We show that dynamic sandboxing is a viable approach to enforce a number of security properties in eBPF programs, complementary to the current static mechanism employed by the eBPF verifier. Dynamic sandboxing will not replace verification; instead, it enhances run-time safety of the kernel to justify the (currently dismissed) support of unprivileged eBPF programs. SandBPF, our proof-of-concept implementation based on software fault isolation, incurs reasonable overhead. We believe that our work opens up an interesting design space, which allows future work to bring competitive performance improvements to this approach, particularly by leveraging available hardware features.
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